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In September 2016, Amazon introduced a new problem in conversational Al, the Alexa Prize,
which challenged student teams to build a socialbot that could converse with Alexa on a wide range
of topics. The socialbot differs from task-oriented dialog systems that address explicit user goals
associated with a constrained domain, and also differs from chatbot systems that only handle social
chitchat. The socialbot must handle chitchat, and needs to inform and exchange opinions with a user
about recent news and other topics of interest, serve evolving user interests and implicit information
sharing goals. Because of these differences, many of the conventional approaches that had been
developed for dialog systems were difficult to apply to the socialbot problem. Further, because this
was essentially a new problem, there was no existing conversational data that was well-matched to the
types of interactions that Alexa users had with the socialbots. Initially, even applying simple machine
learning was challenging, let alone end-to-end system design. Moreover, the implementation had to
be scalable to a high volume of user interactions. However, access to millions of real users and the
creativity of student teams led to a good start on this challenging problem.

A nice summary of the 2017 efforts is provided in [1], but it is worth highlighting a few areas to
put this year’s contributions in context. Much effort was devoted to natural language understanding
(NLU), with teams exploring several different directions, including named entity recognition, intent
recognition, anaphora and co-reference resolution, sentence completion, topic detection, entity
linking, text summarization and sentiment detection. A common strategy for dialog modeling was
to use a hierarchical architecture with a main dialog manager controlling smaller components that
focused on specific tasks or topics. To handle user questions, systems used Amazon’s Evi and several
different knowledge bases. For response generation, there was a mix of template-based, retrieval
and generative approaches, but virtually all systems included some modules with template-based
strategies. A challenge with using content scraped from the internet is that it can be offensive or
controversial. The same is true about interactions with a broad range of real users: some of the
interactions are adversarial and contain vulgar expressions. Systems were required to be family
friendly and to deflect potentially problematic topics (e.g., a user asking for advice), so substantial
effort was devoted to detecting inappropriate user input and informational content.

All of these broad trends continued with the 2018 systems, although most returning teams had
major (and sometimes complete) reimplementations of their systems. In addition, some features
of the top systems were adopted more broadly. For example, the 2017 Alquist system [2] used
specialized, structured modules for some popular topics (movies, video games, etc.), an approach
that was used by most 2018 teams. Many more systems incorporated named entity recognition, entity
linking, co-reference and anaphora resolution, used last year by Alana [3]. Multiple teams added
modules associated with uplifting news and interesting facts or thoughts, scraping content from the
subreddits found to be most useful in Sounding Board [4]. Similarly, more efforts were aimed at user
engagement, with most teams incorporating sentiment detection, several leveraging conversational
grounding strategies, and more teams controlling for speech prosody with the Speech Synthesis
Markup Language (SSML) to obtain appropriately emotive speech.

While the 2017 student teams were busy exploring different socialbot architectures, Amazon was busy
improving the Alexa infrastructure. Automatic speech recognition (ASR) word error rate reduced by
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nearly 33%, plus a new topic tracker and an offensive language detector were developed [1]. These
advances were made available to the 2018 teams, together with modules for named entity detection,
sentiment classification, and dialog act modeling. In response to request from the teams, Amazon
started providing word timing/pause information and some punctuation. Amazon also made available
a new graph database service (Neptune) and general tools to make it easier for new teams to get
started in buidling a conversational system (CoBot). In addition, they developed a conversation
evaluation service for the teams and provided weekly metrics on team performance in different topical
domains. These advances from Amazon clearly had an impact on the 2018 teams. In particular, the
performance of systems in discussing named entities was noticibly improved. There has been a nice
synergy in the advances coming out of this industry-university collaboration.

The 2017 experience — as well as further experiments by the 2018 teams — demonstrated that existing

datasets (movie subtitles, Twitter and Reddit interactions) were not very useful for training sequence-

to-sequence response generation modules or even retrieval-based response generation. The 2017

Edina team developed a mechanism for crowdsourcing socialbot-like dialogues for training the

dialogue system [5], and at least one of the 2018 teams took advantage of the data they made

available. Returning teams could benefit from data collected from their previous system, though of
course the performance of that system limits what can be learned. A couple of the 2018 teams
found it useful to collect crowdsourced conversational data. In particular, Fantom [6] introduced an
interesting new approach that automatically detects where more content is needed for system
training based on ongoing interactions with users. Some out-of-domain data was used successfully
for specialized NLU components, such as the Switchboard data for training dialog act taggers. With
the availability of more appropriate data, teams were able to make more effective use of machine
learning throughout the systems.

In addition to building on past advances, improved services and better data, the 2018 teams
have many new contributions that will move the field forward. To improve the ASR output for
NLU, a few of the teams explore new uses of word confidence information, but Gunrock went
further with an automatic correction interface leveraging dialog context and sentence
segmentation [7]. Several teams used truecasing to improve entity detection [8, 9, 6]. Tartan
developed a semantic grammar for understanding a broader range of intents, and they introduced
a special module for handling use statements or questions that serve more as asides to avoid
unintended interruptions or topic changes [9]. Iris improved understanding of user intent with
contextualized topic detection [10]. In discussions about named entities, Alana incorporated
clarification questions to resolve ambiguities in entity linking [8]. While many teams leveraged
knowledge graphs for content knowledge, Fantom used a dialog graph to capture social interaction
knowledge for retrieval-based response generation [6]. Eve introduce an approach to characterizing
conversational flow with utterance embeddings to improve response retrieval [11]. Slugbot [12]
outlined a new dialog theory appropriate for socialbots that impacts content curation and structuring.
Alquist [13] adapted hybrid code networks [14] to the socialbot scenario to facilitate dialog
manager training. They also implemented a new structured dialogue authoring work-flow, with a
web-based editor for creating a dialogue structure from which a module could be automatically
trained and Java code generated, separating the creative design process from much of the detailed
implementation. In contrast, Alana [8] introduced an ontology bot that provided a more general
mechanism for handling topic-dependent structure in subdialogues. A range of new ideas were
explored in the area of user modeling to personalize topic suggestions, including conditioning on
initial user mood [12], topic interests [10, 8], usesr opinions about entities [11, 12], and user
utterances [9]. There were also efforts to influence bot opinion generation (sentiment) about topics
based on reflection of user interests [11] or opinions expressed in social media [7, 13, 10] and debate
opinions [7].

For brevity, I have listed just a few examples that I think are likely to be leveraged in future systems,
but there are many more ideas and analyses presented in these proceedings that will be of interest
researchers in conversational Al I congratulate all the teams for their tremendous achievements.
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